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Abstract
This paper presents a least square support vector machine (LS-SVM) that performs text classification of noisy document titles according to

different predetermined categories. The system’s potential is demonstrated with a corpus of 91,229 words from University of Denver’s Penrose

Library catalogue. The classification accuracy of the proposed LS-SVM based system is found to be over 99.9%. The final classifier is an LS-SVM

array with Gaussian radial basis function (GRBF) kernel, which uses the coefficients generated by the latent semantic indexing algorithm for

classification of the text titles. These coefficients are also used to generate the confidence factors for the inference engine that present the final

decision of the entire classifier. The system is also compared with a K-nearest neighbor (KNN) and Naı̈ve Bayes (NB) classifier and the comparison

clearly claims that the proposed LS-SVM based architecture outperforms the KNN and NB based system. The comparison between the

conventional linear SVM based classifiers and neural network based classifying agents shows that the LS-SVM with LSI based classifying agents

improves text categorization performance significantly and holds a lot of potential for developing robust learning based agents for text

classification.

# 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Rapid advancement in technology has motivated text

documents to be available in electronic form. The World Wide

Web itself contains a huge amount of documents, conference

materials, publications, journals, editorials, news and informa-

tion etc., available in electronic form. These materials along

with others result in enormous amount of easily available

information, which lack organization. The lack of organization

of materials in the World Wide Web necessitates a growing

interest in assisting people to manage the huge amount of

information. Organized search, browsing, information routing,

filtering, objectionable material identification, junk mail, topic

identification etc., are the central issues in current information

management efforts. This requires implementation of sophis-

ticated learning agents that are capable of classifying relevant

information and hence increases text organization. Previous

research in the field of Internet agents has used manual or
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simple encoding techniques [1], linear SVMs and neural

network [2] based intelligent agents for information retrieval.

Text classification (TC) is a text content-based classification

technique that assigns texts to some predefined categories [3–

5,19,27]. The key issues in TC are feature encoding and classifier

design, tuning and implementation. Feature extraction is a

method of document encoding; that automatically construct

internal representations of documents. This paper aims to

organize the materials available in a library, which has both

electronic materials as well as physical documents. A library

cataloging system usually stores the entire information regarding

a material, which results in higher storage space requirement.

This paper presents an analysis of learning agents based on

support vector machines (SVM). In particular least square

support vector machine (LS-SVM) [13] with latent semantic

indexing (LSI) for feature extraction will be explored.

Furthermore the details of the internal structure of the classifying

agent along with the results obtained from our research are

presented. The results obtained from the LS-SVM based

classifier will be compared with K-Nearest Neighbor (KNN)

and Naı̈ve Bayesian (NB) based classifier, which claims the

potential and pertinence of using LS-SVMs as the intelligent

classifying and search agents for semantic text classification.
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2. Latent semantic indexing

Latent semantic indexing commonly known as LSI [3–6] is a

text classification and document indexing technique that

generates a vector model of semantics based upon word co-

occurrences. Using the estimate of the most significant

statistical factors in the weighted word space, LSI [5,6]

extracts the underlying semantic structure of a word corpus.

LSI considers documents that have many words in common to

be semantically close and those with few words in common to

be semantically distant. This method emulates human knowl-

edge to classify and categorize a document collection based on

its content. LSI search agents look at similarity values it has

calculated for every content word, and returns the documents

that it thinks best fit the query [4]. This makes LSI successful

where a plain keyword search will fail if there is no exact

match. At the initial stage, LSI preprocesses the text corpus by

purging all the extraneous words from a document [4,5],

leaving only content words that have some semantic meaning.

This way it eliminates those words that introduces noise to the

decision making task.

LSI algorithm generates a matrix representation of the

corpus, with rows corresponding to words in the vocabulary and

columns to the documents. Each value in this matrix is a

weighted frequency of the corresponding term in the

corresponding document, which reduces the influence of

frequently occurring term [7]. The matrix thus generated is

large sparse one, which is then reduced to a compressed matrix

based on singular value decomposition (SVD) technique, given

in (1):

R ¼ UPV (1)

where the matrix R is decomposed into a matrix of reduced rank

U, a diagonal matrix of singular values P and a document

matrix V. The row vector of matrix U and the column vector of

matrix V are the projections of word vectors and document

vectors into singular value space.

3. Support vector machines (SVM)

The general form of support vector machine is used to

separate two classes by a function, which is induced from

available examples [8,15]. The main goal of this classifier is to

find an optimal separating hyperplane that maximizes the

separation margin or the distance between it and the nearest

data point of each class. For a set of training vectors belonging

to two separate classes, shown in (2):

fðx1; y1Þ; . . . ; ðxm; ymÞg; x2Rn; y2f1;�1g (2)

A hyperplane as shown in Eq. (3) can be found to separate

these two classes:

hw; xi þ b ¼ 0 (3)

The above set of vectors is said to be optimally separated by

the hyperplane if it is separated without error and the distance

between the closest vector to the hyper plane is maximal.
Vapnik [15,8] introduced a canonical hyperplane, where the

parameters w, b are constrained by Eq. (4):

min
i
jhw; xii þ bj ¼ 1 (4)

From the above set of equations, it can be derived that the

optimal separating hyperplane given by:

w� ¼
Xl

i¼1

aiyixi (5)

b� ¼ �0:5hw�; xr þ xsi (6)

where ai is the Lagrange multiplier. xr and xs are any support

vectors from each class satisfying ar > 0, yr = �1; as > 0,

ys = 1.

3.1. Kernel functions

In the case where a linear boundary is inappropriate the

SVM can map the input vector, x, into a high dimensional

feature space, z [8]. By selecting the non-linear mapping as a

priori, the SVM constructs an optimal separating hyperplane in

this higher dimensional space. This idea exploits the method of

Aizerman et al. (1964), which enables the curse of

dimensionality (Bellman, 1961) to be addressed. The idea of

kernel function is to enable operations to be performed in the

input space rather than the potentially high dimensional feature

space. Due to this the inner product does not need to be

evaluated in the feature space, which provides a way of

addressing the curse of dimensionality.

The theory of Reproducing Kernel Hilbert Space (RKHS)

(Wahba, 1990; Aronszajn, 1950; Girosi, 1997; Heckman,

1997), claims that an inner product in feature space has an

equivalent Kernel in input space:

Kðx; x0Þ ¼ hfðxÞ;fðx0Þi (7)

provided certain conditions hold. The Gaussian radial basis

function (GRBF) has received significant attention and its form

is given by:

Kðx; x0Þ ¼ e�kx�x0k2=2s2

(8)

Classical techniques utilizing RBFs employ some method of

determining a subset of centers; typically a method of

clustering is employed to select a subset of centers [8]. The

most attractive feature of SVM is its implicit selection process,

with each support vectors contributing on local Gaussian

functions, centered at that data point. By further consideration it

is possible to select the global basis function width using the

SRM principle (Vapnik, 1995).

3.2. Least square-SVM

SVM is a powerful technique for solving problems in

non-linear classification, function estimation and density

estimation, which had led to many recent developments in

kernel based learning methods [9,11,12,16,15]. Least square

support vector machines (LS-SVM) are reformulations to
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standard SVMs [13,14]. LS-SVMs are closely related to

regularization networks [10] and Gaussian processes [17]

but additionally emphasize and exploit primal-dual inter-

pretations.

3.3. Why LS-SVM with LSI?

Kernel based learning Methods are highly sophisticated

learning algorithms whose ideal example is SVM [18,9]. In

SVM approach, items are mapped to high dimensional

spaces, where information about their mutual positions is

used for classification, regression or clustering. These

systems work with high accuracy in text categorization,

since the documents are usually represented by very high

dimensional vectors and the standard information retrieval

techniques are based on the inner product of the vectors.

Joachims [19,27] has proved the suitability of SVM for text

classification. This paper incorporates the LSI technique with

LS-SVMs in order to incorporate more information in the

kernel. SVM based systems were found to suffer during

information retrieval [18], as the semantic relations between

the data terms are not considered. Titles that have related

topics but use different terms are mapped to distant regions in

feature space. LSI enables the system to capture the semantic

information and hence establishes the similarity between two

titles by considering the relation between two terms. LS-SVM

is well known to solve optimization problems with high

accuracy. Because of these advantages an LSI based LSSVM

architecture is selected for the text classification (TC)

purpose. This paper uses document titles, instead of the

entire document, mainly because of two reasons: (1) this

paper addresses classification task for documents in a Library

system, where the document information is mainly present in

terms of the document title, ISBN number, document

barcode, author name, publisher information etc. As apart

from the document title none of the other information is

relevant for the purpose of semantic classification, hence only

the document title has been selected for this case. (2) The

proposed classifier is also aimed to perform real time data

classification, where classification based on a title will

obviously be faster than the classification based on the entire

document content.
Table 1

Example titles from the Corpus and their categories

Semantic category Title

Engineering (ENG) Randomized algorith

in time–frequency si

Mathematics (MTH) Stochastic processes

solving polynomial

Music (MUS) Unplayed melodies;

History (HIS) A history of the Osa

Germany since 1815

Economics and management (ECM) The economics of se

of enterprises; the n

Literature and arts (LAR) Rethinking social re

about multicultural l
3.4. K-nearest neighbor classification

K-nearest neighbor classification is a well-known statistical

approach that has been widely applied to text classification

since its inception [20,21]. The popularity of the algorithm is

due to its simplicity. The classifier finds the k nearest neighbors

of the test document, and then uses majority voting among the

neighbors in order to decide the test document category.

Similarity between two documents is measured by the cosine

between the vectors representing the corresponding documents.

If a specific category is shared by more than one of the K-

neighbors, then the sum of the similarity scores of those

neighbors is obtained from the weight of that particular shared

category.

3.5. Naı̈ve Bayes classifier

Naı̈ve Bayes (NB) classifier is a probabilistic classifier that

has been used extensively for the purpose of document

classification [22]. NB classifier uses the joint probabilities of

words and their categories to estimate the probabilities of

categories given a test document using the celebrated Bayes

rule. The naı̈ve part in this classification algorithm is the

assumption of word independence, which can be stated as, the

probability of a word, given a category is independent from the

conditional probabilities of other words given that same

category; i.e. it does not use word combinations as predictors.

The naı̈ve assumption helps in saving computation time to a

great extent [23,24].

4. Text classification

The Penrose library document collection contains real-world

titles that are present in their cataloging system. All the titles in

this word corpus belong to one or more of the six main

categories: engineering (ENG), mathematics (MTH), music

(MUS), history (HIS), economics and management (ECM) and

literature and arts (LAR). Table 1 shows example titles from the

Corpus and their categories. Eleven thousand eight hundred and

ninety two titles were used for this experiment and each of them

belongs to at least one of the above-mentioned categories. The

total number of words used is 91,229, with 12,303 different
ms for analysis and control of uncertain systems; applications

gnal processing; nanoelectro-mechanics in engineering and biology

with applications to finance; practical extrapolation methods;

equation systems

the music of European nationalism; elements of music

ge people; a history of modern

Shivaji; Hindu King in Islamic India

lf-employment and entrepreneurship; ownership and governance

ew knowledge management

alism: African American art and literature, 1930–1953; teaching and learning

iterature; literary texts and the arts: interdisciplinary perspectives
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Fig. 1. Block diagram of the LS-SVM text classifier.

Table 2

LS-SVM parameter values

Parameters (for tuning) Parameter values

Optimization routine Gridsearch

Cost function Crossvalidate

g (SVM-1) 1.23791

s2 (SVM-1) 12.1539

g (SVM-2) 0.0444

s2 (SVM-2) 1.1728

g (SVM-3) 0.6726

s2 (SVM-3) 0.3818

g (SVM-4) 0.5342

s2 (SVM-4) 0.2466

g (SVM-5) 0.0324

s2 (SVM-5) 0.1568
words. The first 482 titles from each category, which is 2892

titles altogether, were used for training the LS-SVM module.

The remaining 9000 titles were used for the testing purpose.

LSI is used to represent the title corpus as semantic

significant vectors ‘V’, which determines the frequency of word

occurrences in different semantic categories. Each word ‘a’ is

represented with a vector:

½Vða; b1Þ;Vða; b2Þ; . . . ;Vða; bnÞ�

where bi represents a certain semantic category. Avalue V(a, bi)

is computed for each dimension of the semantic vector as the

normalized frequency of occurrences of word ‘a’ in semantic

category bi divided by the normalized frequency of occurrences

of word ‘a’ in the Corpus. Hence, the vectors V represent the

plausibility of a word ‘a’ occurring in a particular semantic

category ‘b’. These vectors ‘V’ for each word ‘a’ together form

the matrix R, which is a large sparse matrix due to the large

number of words. R is then reduced to a compressed matrix

based on singular value decomposition (SVD) technique, which

generates the LSI coefficients; these coefficients are then fed to

the SVM module.

From the model depicted in Fig. 1, it can be observed that at

the beginning, the system starts with a text string. The word

separator module separates each word from that string and

feeds them one by one to the LSI module. LSI purges most of

the extraneous words that have no semantic meaning and hence

contributes little or nothing towards semantic categorization.

Then LSI uses a stemming algorithm named ‘Porter Stemmer’

to remove common endings from the words. These words are

further processed by the LSI algorithm to generate the LSI

coefficients which are fed to five LS-SVM modules as shown in

Fig. 1. Each of the first four LS-SVM module, classifies

between one category and the rest, where as the last one

classifies between two categories. The conclusions drawn

by the LS-SVMs are then multiplied with the LSI coefficients
[V1, V2, V3, V4, V5, V6] that are used as confidence factors (CF)

to increase the accuracy of the inference engine (IE).

In order to make an LS-SVM model, two parameters are

required, g, the regularization parameter, which determines the

trade-off between the fitting error minimization and smooth-

ness. The other parameter is the s2, which is the Gaussian

bandwidth. The parameters are optimized by the use of

Bayesian framework, which uses the eigen value decomposi-

tion of the kernel matrix. With increase in number of data

points, the size of the kernel matrix increases and hence

approximation techniques [25] are used to handle large data

sets. It is also known [25] that the principal eigen values and

corresponding eigen vectors are relevant, hence iterative

approximation methods such as the Nyström method [25] is

used for approximation. Input selection is performed by using

automatic relevance determination (ARD) [26].

The regularization parameter, g, and the Gaussian band-

width parameter, s2, are inferred by optimizing the cost at the

initial levels of inference. The optimization of a cost function

with possibly multiple optimal points is performed by
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Table 3

Rule base for the decision logic

Categories Vectors

A1 A2 A3 A4 A5 A6

ENG 0.5 � A1 A2 < 0.5 A3 < 0.5 A4 < 0.5 A5 < 0.5 A6 < 0.5

MTH A1 < 0.5 0.5 � A2 A3 < 0.5 A4 < 0.5 A5 < 0.5 A6 < 0.5

MUS A1 < 0.5 A2 < 0.5 0.5 � A3 A4 < 0.5 A5 < 0.5 A6 < 0.5

HIS A1 < 0.5 A2 < 0.5 A3 < 0.5 0.5 � A4 A5 < 0.5 A6 < 0.5

ECM A1 < 0.5 A2 < 0.5 A3 < 0.5 A4 < 0.5 0.5 � A5 A6 < 0.5

LAR A1 < 0.5 A2 < 0.5 A3 < 0.5 A4 < 0.5 A5 < 0.5 0.5 � A6

No category A1 < 0.5 A2 < 0.5 A3 < 0.5 A4 < 0.5 A5 < 0.5 A6 < 0.5

Table 4

Results using LS-SVM for text classification

Category Training set (%) Test set (%)

ENG 100.0 100.0

MTH 100.0 100.0

HIS 100.0 99.8

MUS 100.0 99.9

ECM 100.0 100.0

LAR 99.7 99.6

All titles 99.95 99.90
evaluating a grid over the parameter space and then selecting

the minimum on that grid, which iteratively zooms into the

candidate optimum, where a priori starting values specify the

limits of the grid over parameter space. The optimization

process optimizes the posterior probabilities of the hyper

parameters with respect to the different Bayesian inference

levels. Before optimization of the parameters, the model was

initiated with appropriate starting values, where it optimizes the

support values and the bias. After that the system was tuned to

obtain the appropriate g and s2 values, which were used as the

initial values for a three stage Bayesian optimization, where the

Bayesian framework is initialized at the first stage, optimized g

value was obtained in the second stage and the optimized s2

value was obtained in the third stage. The parameter values

used are shown in Table 2.

The inference engine (IE) has a decision logic that uses a

rule-based algorithm. It accepts a vector of six values [A1, A2,

A3, A4, A5, A6] obtained by the product of the SVM decisions

and the confidence factors. It uses this vector to make the final

judgment. The rule base is given in Table 3. It should be noted

that the rule base in Table 3 gives inferences only for a limited

number of cases, as certain cases might arise where more than

one member of the vector, A, have values �0.5. In such a case

the decision will comprise all the weighted categories,

corresponding to which the vectors are �0.5. In the practical
Table 5

Different stages of the text classification module

Test categories LS-SVM (�CF) output

ENG MTH HIS MUS ECM LAR

ENG 1.0 0.0 0.0 0.0 0.0 0.0

0.7 0.0 0.2 0.0 0.0 0.0

MTH 0.0 1.0 0.0 0.0 0.0 0.0

0.0 0.9 0.0 0.0 0.0 0.0

HIS 0.0 0.0 0.9 0.0 0.0 0.0

0.0 0.0 0.9 0.0 0.0 0.1

MUS 0.0 0.0 0.0 0.7 0.0 0.3

0.0 0.2 0.1 0.8 0.0 0.0

ECM 0.0 0.0 0.0 0.0 0.9 0.0

0.0 0.1 0.0 0.0 0.9 0.0

LAR 0.0 0.0 0.0 0.2 0.0 0.7

0.0 0.0 0.2 0.0 0.0 0.8
research we have incorporated all the possible combination of

vector A for which the values are �0.5.

If all the elements of the vector A are less than 0.5, then the

decision logic infers ‘No Category’, as shown in the last row of

Table 3. Another intuitive way to construct the decision logic

would be to use the category of the vector element that has the

maximum value, however, in this particular way it was

observed that (1) the ‘No category’ case will never occur, (2) for

two elements of vector A having the same maximum value, will

result in unpredictable decision and finally and (3) due to lack

of threshold, unrelated or semantically distant titles, that should

belong to ‘No Category’ group will obtain a specific category,

even though it does not belong to that category remotely. To
Decision logic output Inference

ENG MTH HIS MUS ECM LAR

1.0 0.0 0.0 0.0 0.0 0.0 ENG

1.0 0.0 0.0 0.0 0.0 0.0 ENG

0.0 1.0 0.0 0.0 0.0 0.0 MTH

0.0 1.0 0.0 0.0 0.0 0.0 MTH

0.0 0.0 1.0 0.0 0.0 0.0 HIS

0.0 0.0 1.0 0.0 0.0 0.0 HIS

0.0 0.0 0.0 1.0 0.0 0.0 MUS

0.0 0.0 0.0 1.0 0.0 0.0 MUS

0.0 0.0 0.0 0.0 1.0 0.0 ECM

0.0 0.0 0.0 0.0 1.0 0.0 ECM

0.0 0.0 0.0 0.0 0.0 1.0 LAR

0.0 0.0 0.0 0.0 0.0 1.0 LAR
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Table 6

Classification accuracy from LS-SVM, KNN and NB for the six different categories

Category LS-SVM KNN NB

Training set (%) Test set (%) Training set (%) Test set (%) Training set (%) Test set (%)

ENG 100.0 100.0 98.3 94.3 96.7 93.4

MTH 100.0 100.0 96.7 95.1 94.5 89.3

HIS 100.0 99.8 97.3 96.7 92.4 91.9

MUS 100.0 99.9 89.7 85.8 88.2 84.4

ECM 100.0 100.0 98.3 97.7 95.5 95.3

LAR 99.7 99.6 87.5 86.6 83.4 81.2

All titles 99.95 99.90 94.6 92.7 91.8 89.3
filter out these unwanted scenarios, the threshold based

decision logic has been implemented in this research.

5. Simulation results

In this study a six-input one-output system is considered, the

six inputs corresponding to the six LSI coefficients generated

after processing the text titles, where each coefficient gives the

membership value of that word to a certain category. The test

results are presented below in Tables 4 and 5. Table 4 depicts

the accuracy for text classification in different categories,

whereas Table 5 depicts the different stages of the classifying

module. The first group of six columns in Table 5 presents the

data obtained from the product of the SVM decision with the

confidence factors (CF), the next group of six columns gives the

decision logic output based on the rule base given in Table 2 ad

the last column gives the final decision presented by the

Inference Engine.

As evident from Table 5, the decision logic based on a rule

base makes a wise estimation of the SVM outputs, based on

which the Inference engine selects the category to which a

specific string of word belongs. The output of the system is thus

the final decision presented by the Inference engine. In case of a

multi-class problem, the IE will present the weighted decision

of both the classes.

Apart from 2892 regular titles that belonged to unique

categories, 250 additional titles were used, out of which 125

titles belonged to more than one category and the remaining

125 titles belonged to none of the six pre-specified categories.

For multi-category cases, titles like ‘Introduction to Engineer-

ing Mathematics and Calculus’ etc., were used where, clearly

the category belongs to both engineering (ENG) and

mathematics (MTH). In all the multi-class cases, the LS-

SVM based architecture detected the multiple classes

accurately, where more than one elements of the vector A

had value �0.5. For titles that belonged to neither categories, it

was found that the proposed LS-SVM classifier detected them

with a high degree of accuracy and all of the elements of the

vector A had value <0.5. Instead of using the threshold based

decision logic, if the maxima based decision logic was used, it

was observed that the ‘no category’ cases yielded specific

categories corresponding to the element that had the maximum

value, even though the maximum element value was below 0.3.

More over the other short coming of the maxima based decision
logic was the failure to detect multiple classes, in which case

even though two elements of the vector A had value greater than

0.5, but the maximum value was unique and the decision logic

inferred the class corresponding to the maximum element,

ignoring the next maximum element(s), even though they were

above the threshold value of 0.5. The threshold value of 0.5 for

the decision logic was obtained by trial and error, after

processing a large number of document titles, where the

obtained classes from the LS-SVM classifier were compared

against the pre-specified classes of the text materials.

Parallel to the LS-SVM classifier, a K-nearest neighbor and

Naı̈ve Bayesian classifier based algorithms were also imple-

mented for the purpose of the proposed text classification task.

Table 6 presents the classification accuracy obtained from the

implementation of them. LSI coefficients were used as the input

to the KNN and NB based classifiers. The value of K for the

KNN classifier was selected to be 28. This value was obtained

by implementing KNNs for different values of K and thus

optimizing the performance of the KNN classifier according to

the pre-specified classes of the text titles.

It can be observed from Table 6, that the LS-SVM based

classifier provided better accuracy than the remaining two. The

KNN, however provided better accuracy than NB based

classifier, in all the categories, but still the obtained accuracy

from LS-SVM classifier clearly claims, the superiority in the

performance of the LS-SVM based classification for the

proposed task of text classification.

6. Conclusion

This paper presents an LSI coefficient based LS-SVM

module, for text classification. With a corpus of 91,229 words,

the classification accuracy rate was fairly high with 99.9%

accuracy in classifying the titles. Table 5 depicts the different

stages of the proposed text classification module for only two

samples per category, but actually 1500 samples per category

(for six different categories) were used, which is equivalent to

9000 samples altogether. Thus 9000 samples were used for

testing and Table 6 depicts that the system efficiently classified

those samples with a high degree of accuracy. The overall

accuracy for classifying the different categories is presented in

Table 4. The high accuracy justifiably claims that LS-SVMs are

highly capable to perform text classification tasks. Text

documents are characterized by their high dimension and the
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sparse property. SVMs use over-fitting protection and they have

been proved to be well suited for both sparse and dense

problems, these attributes make them particularly well suited

for text classification. Previous works on text classification have

implemented neural networks and linear SVMs, where

recurrent neural networks and linear SVMs showed an accuracy

of 93.05% [2] and 97%, respectively. The precision rate of the

proposed system clearly outperforms the previous models.

Prior to our research, LS-SVMs with GRBF kernel and LSI

techniques have not been designed and implemented for a high

scale task of text categorization. The robustness of the proposed

system enables it to classify noisy text titles with a high degree

of precision. Scalability is one of the key issues concerning text

classification. The proposed classifier addresses classification

between six classes and it was observed that as the number of

classes was increased, the number of LSI coefficients also

increased, thus increasing the feature set resolution. Due to this,

for a small increase in the number of classes, no major deviation

from the obtained accuracy was noted. Future research should

be devoted to explore SVMs with other possible kernel

functions or Neuro-SVM based hybrid models that might act as

a better classifying agent. Future direction should also address

to increase the number of categories to a large extent to observe

the robustness and predictive accuracy of the system.
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